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## A game of optimal pursuit of one non-inertial object by TWO INERTIAL OBJECTS*

A.YU. LEVCHENKOV and A.G. PASHKOV

A game in which one controlled object is pursued by two others is studied. The pursuing objects are inertial, and the pursued object is not. The duretion of the game is fixed. The payoff functional is the distance between the pursued object and the closest pursuer at the instant when the game ends. An algorithm for determining the payoff function for all possible positions is constructed. It is shown that the game space consists of several domains in which the payoff is expressed analytically, or is determined by solving a certain non-linear equation. Strategies of the pursuers which guarantees them a result as close to the game payoff as desired are indicated.

The optimal solution of a game of pursuit when one inertial object pursues a non-inertial one was obtained earlier in / / / . The present paper is related to the investigations reported in $/ 1-10 /$.

1. Let the motions of the pursuers $P_{i}\left(x^{i}\right)(i=1,2)$ and of the pursued object $E$ (z) be described by the equations

$$
\begin{equation*}
x_{1}^{* i}=x_{3}^{i}, \quad z_{3}^{* i}=u_{1}^{i}, \quad x_{2}^{* i}=x_{4}^{i}, \quad x_{4}^{* i}=u_{2}^{i}, \quad z_{1}^{*}=v_{1}, \quad z_{2}^{*}=v_{2} \tag{1,1}
\end{equation*}
$$

The control vectors of the pursuers and the pursued setisfy the constraints

$$
\begin{equation*}
\left(\left(u_{1}^{i}\right)^{2}+\left(u_{2}^{i}\right)^{2}\right)^{1}: \leqslant \mu>0, \quad\left(v_{1}^{2}+v_{2}^{2}\right) \leqslant v \tag{1.2}
\end{equation*}
$$

The game is studied over the time interval $\left[t_{0}, v\right)$. The payoff functional is the distance between the pursued object and the nearest pursuer at the instant $t=0$ that the game ends, i.e.

$$
\begin{equation*}
\gamma=\min _{i}\left[\left(z_{1}(\hat{v})-x_{1}^{i}(\hat{v})\right)^{2} \div\left(z_{2}(v)-x_{2}^{i}(\theta)\right)^{2}\right]^{1} \tag{1.3}
\end{equation*}
$$

As a result of the change of variables $y_{j}^{i}=x_{j}{ }^{i}+(0-1) x_{i-2}^{i}(j=1,2)$, which means passing to considering the centres of regions of attainability of the inertial objects, relations (1.1)-(1.3) take the form

$$
\begin{align*}
& y_{j}{ }^{\prime}=(\vartheta-t) u_{j}{ }^{i}, \quad y_{j}{ }^{i}\left(t_{0}\right)=x_{j}{ }^{i}\left(t_{0}\right) \div\left(\theta-t_{0}\right) x_{j-2}^{i}\left(t_{0}\right)  \tag{1.4}\\
& \gamma=\min _{i}\left[\left(z_{1}(\theta)-y_{1}{ }^{i}(\theta)\right)^{2} \div\left(z_{2}(\theta)-y_{2}{ }^{i}(\theta)\right)^{2}\right]^{2} \tag{1.5}
\end{align*}
$$

At the instant $t=0$ the values of $\gamma$ found from (1.3) and (1.5) are identically equal.
We denote the centres of the attainability regions by $P_{i}$. For the positions where $P_{1}{ }^{c}=P_{2}{ }^{c}$, the payoff of the two-to-one game, denoted by $p^{21}$, is identical with the payoff of the one-to-one game denoted by $\rho^{11}$. Henceforth we consider those initial positions for which $P_{1}^{\circ} \neq P_{i}^{\circ}$.

[^0]Let us introduce a mobile coordinate system linked to the current position of the pursuers. We direct the $q_{1}$ axis from the current position of the first pursuer to the current position of the second (the numbering of the pursuers is fixed and arbitrary). The $q_{2}$ axis runs through the middle of the segment $\left\{P_{1} P_{2}\right]$, at right angles, so as to obtain a right-oriented system of coordinates. In this system, the position of the object $E$ will be defined by the coordinates $\{x, y\}$, and that of the pursuers $p_{i}$ by the coordinates $\left\{(-1)^{i+1}, 0\right\}$. Because the position of the pursuers is symetric in this system, the vector $\xi(x, y, z)$ fully describes the mutual location of the pursuers and the pursued.

In special cases, simultaneously with the above mobile coordinate system ( $q_{1}, q_{2}$ ) we shail consider an immobile Cartesian system ( $\eta_{1}, \eta_{2}$ ), the axes of both systems coinciding at a certain instant of time. The system $\left(\eta_{1}, \eta_{2}\right)$ is convenient for carrying out geometrical constructions and for considering optimal motions.

The dynamics of the phase vector $\xi$ is described by the following system of differential equations:

$$
\begin{align*}
& x^{\cdot}=v_{1}-\frac{(\theta-t)}{2}\left[u_{1}^{1}+u_{1}^{2}\right]+\frac{y(\theta-t)}{2 z}\left[u_{2}^{2}-u_{2}^{1}\right]  \tag{1.6}\\
& y^{\prime}=v_{2}-\frac{(\theta-t)}{2}\left[u_{2}{ }^{1} \div u_{2}^{2}\right]-\frac{x(\theta-t)}{2 i}\left[u_{2}^{2}-u_{2}^{1}\right] \\
& z=\frac{(\theta-t)}{2}\left[u_{1}^{2}-u_{1}^{1}\right]
\end{align*}
$$

The constraints on the control of the players have the form (1.2). The payoff functional is determined from the formula

$$
\begin{equation*}
\gamma=\left[(z(v)-|x(\vartheta)|)^{2}+\left.y^{2}(\vartheta)\right|^{\prime}:\right. \tag{1.7}
\end{equation*}
$$

In (1.6), the vector $v=\left\{v_{1}, \nu_{2}\right\}$ has, in relation to the system ( $\eta_{1}, \eta_{2}$ ), the meaning of the absolute velocity of the point $E$, and the vectors $u^{i}=\left\{u_{1}{ }^{i}, u_{2}^{i}\right\}$ are proportional, with $a$ factor $(9-t)$, to the velocities of the points $P_{i}$. Thus the first two formulae in (1.6) produce expressions for the relative velocity of the point $E$ in the mobile system $\left\{q_{1}, q_{2}\right.$ ), and the component $\dot{z}^{*}$ describes the reiative velocity of the pursuer.

We shall carry out some geometrical constructions in the coordinate system ( $\eta_{1}, \eta_{2}$ ). A circle of radius $r\left(t_{0}\right)=\mu\left(0-t_{0}\right)^{2} / 2$ with its centre at the point $\left\{(-1)^{i+1} 2\left(t_{0}\right), 0\right\}$ wili be the attainability region $G^{i}\left\{t_{0}, \vartheta\right\}$ of object $P_{i}$ from the specified initial position at the instant $t=t_{0}$ to the instant $t=\theta$. The attainability domain $G_{e}\left(t_{0}, \vartheta\right)$ of object $E$ from the specified initial location position at the instent $t=t_{0}$ to the instant $t=\theta$ will be a circle of rajius $R\left(t_{0}\right)=v\left(\vartheta-t_{0}\right)$ with its centre at the pcint $\{x, y\}$. We shall denote the boundaries of the domains $G^{i}\left(t_{0}, \theta\right)$ and $G_{e}\left(t_{0} . \forall\right)$ by $\partial\left(G^{i}\right)$ and $\partial\left(G_{e}\right)$ respectively. we shall mean by the fositior. of a game the vector $\{t, \dot{\xi}(t)\}$ of the extendej phase space.

Suppose that we are giver. $\left\{t_{0} . \xi\left(t_{0}\right)\right\}$ as the iritial position of the game. The following mutual locations of the objects $P_{i}$ and $E$, the attainability region $G_{e}\left(t_{0}, 0\right)$, and the $1_{i 2}$ axis are possibie:

1) $\partial\left(G_{e}\right) \upharpoonleft \eta_{2}=\{己\}$ or $\partial\left(G_{e}\right) \cap \eta_{2}=\{A\}$, where $A$ is a unique point;
2) $\left.\partial\left(G_{e}\right)\right\urcorner \eta_{12}=\left\{A_{1}, A_{2}\right\} \quad$ wi 2 h $A_{1} \neq A_{2}$ and $E \neq P_{1} A_{1} P_{2} A_{2}$;
3) $\left.\partial\left(G_{e}\right)\right\urcorner \eta_{2}=\left\{A_{1}, A_{2}\right\}$ with $A_{1} \neq A_{2}$ ana $E \in \operatorname{int} P_{1} A_{1} P_{2} A_{2}$.

The first two cases are described by the foilowirg irequaility containing the vector $\xi$ anc time:

The situation corresponcing to case 3 is described by the opposite inequality and is shown in Fig.1.
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Fig. 2
2. Inequality (1.8) separates out in phase space a certain three-dimensional domain (denoted by $D^{11}$ ), in which the one-to-one game, that is $\rho^{21}=\rho^{11}$ takes place. Obviously in $D^{11}$ the problem reduces to a game of pursuit between $E$ and the nearest pursuer.

Let us divide the domain $D^{11}$ into subdomains $D R^{11}$ and $D N^{11}$. We consider the quadratic equation

$$
\begin{align*}
& \left(t-t_{0}\right)^{2}-2\left(t-t_{0}\right)\left(\theta-t_{0}-\frac{\nu}{\mu}\right)+\frac{2 c}{\mu}=0  \tag{2.1}\\
& \left.c=\left((|x|-z)^{2}+y\right)^{2}\right)^{1 / 2}
\end{align*}
$$

The boundary $\Gamma_{0}$ of $D R^{11}$ and $D N^{11}$ satisfies the relations

$$
\begin{equation*}
d=\left(\theta-t_{0}-\frac{v}{\mu}\right)^{2}-\frac{2 c}{\mu}=0, \quad t_{1}=t_{2} \geqslant t_{0} \tag{2.2}
\end{equation*}
$$

( $d$ is the discriminant, and $t_{1}, t_{2}$ are the roots of Eq. (2.1)).
One of the following two conditions is satisfied in domain $D R^{11}$ : either $d<0$, or $d>0$ and $t_{1}<t_{2}<t_{0}$. In domain $D N^{21}$ the real roots of Eq.(2.1) satisfy the inequality $t_{0}<t_{1}<t_{2}$.

We denote by $\gamma_{*}^{11}$ the programmed maximin in the one-to-one game. It follows from/1/ that in the domain $D R^{11}$ the payoff of a game satisfies the relation $\rho^{11}=\gamma^{11}$, and in the domain $\overline{D N^{11}}=D N^{11} \cup \Gamma_{0}$ the equation $\rho^{11}=v^{2} /(2 \mu)$. Obviously, for $t_{0}>\theta-v / \mu$ the set $\overline{D N^{11}}$ is empty.
3. Consider case 3) shown in Fig. 1 (in (1.8) there is an opposite inequality). This case is comparable with the three-dimensional domain $D^{21}$ separated from $D^{11}$ by the surface $\Gamma_{1}$ defined by the relation $E \in \partial\left(P_{1} A_{1} P_{2} A_{2}\right)$, where $\sigma\left(P_{1} A_{1} P_{2} A_{2}\right)$ is the boundary of the tetragon $P_{1} A_{1} P_{2} A_{2}$. The surface $\Gamma_{1}$ consists of three parts: $\Gamma R_{1}$ (this separates $D R^{13}$ and $D^{21}$ ), $\Gamma N_{1}$ (this separates $D N^{11}$ and $D^{21}$ ), and the line $L$ on which the relations (2.2) are satisfied together with the condition $E \in \partial\left(P_{1} A_{1} P_{2} A_{2}\right)$.

Let us divide the domain $D^{21}$ into the open subdomains $D R^{21}$ and $D N^{21}$. For this, we consider the quadratic equation

$$
\begin{align*}
& \left(t-t_{0}\right)^{2}-2\left(t-t_{0}\right)\left(\theta-t_{0}-\frac{v \sin \alpha_{0}}{\mu \sin \beta_{0}}\right)+\frac{2 y}{\mu \sin \beta_{0}}=0  \tag{3.1}\\
& \left.\sin \alpha_{0}=\left(v^{2}\left(\theta-t_{0}\right) x^{2}-x^{2}\left(t_{0}\right)\right)^{2 / 4} / v\left(v-t_{0}\right)\right) \\
& \sin \beta_{0}=\frac{y\left(t_{0}\right)+x\left(t_{0}\right)+t_{g} \alpha_{0}}{\left(\left(y\left(t_{0}\right)+x\left(t_{0}\right) \operatorname{tg} \alpha_{0}\right)^{2}+z^{2}\left(t_{0}\right)\right)^{2 / 2}}
\end{align*}
$$

The surface $\Gamma_{2}$ will be a boundary of subdomains $D R^{21}$ and $D \cdot V^{21}$. The points of $\Gamma_{2}$ satisfy the relations

$$
\begin{equation*}
d^{*}=\left(\theta-t_{0}-\frac{v \sin \alpha_{0}}{\mu \sin \beta_{0}}\right)^{2}-\frac{2 y}{\mu \sin \beta_{0}}=0, \quad t_{1}=t_{2} \geqslant t_{0} \tag{3.2}
\end{equation*}
$$

( $d^{*}$ is the discriminant, and $t_{1}, t_{2}$ are the roots of Eq.(3.1)).
Let us clarify the meaning of Eq. (3.1). Let points $A_{1}$ and $A_{2}$ in the fixed system $\left(\eta_{1}, \eta_{2}\right)$ have the coordinates $\left(0, a_{1}\right)$ and $\left(0, a_{2}\right)$ respectively, and point $A$ the coordinates $\left(0\right.$, max $i_{i}\left\{a_{i} \|\right\}$ sign $y\left(t_{0}\right)$ ) (i.e., $A$ is the point of the set $\left\{A_{1}, A_{2}\right\}$ furthest removed from the pursuers). Next, let the players $P_{i}$ and $E$ take extremal aim at the point $A$. we shall describe the corresponding motion as an extremal programed motion. Then the number $t=t_{1}$ will be the root of Eq. (3.1) if on the extremal programmed motion we have $y\left(t_{1}\right)=0$. Thus, the presence of the root $t=t_{1}$ reflects the fact that the projections of points $P_{i}$ and $E$ coincide on the $\eta_{2}$ axis at the instant $t=t_{1}$.

The domain $D R^{21}$ is a subdomain $D^{21}$ in which one of the following conditions is satisfied: $d^{*}<0$ or $d^{*}>0$, but neither of the roots $t_{1}$ and $t_{2}$ exceeds $t_{n}$. The domain D. ${ }^{21}$ is a subdomain $D^{21}$ in which the condition $d^{*}>0$, and $t_{1}>t_{0}, t_{2}>t_{0}$ hold. The cases described cover all possible relations of the roots $t_{1}, t_{2}$ of Eq. (3.1), and $t_{0}$ since the situation $t_{1}<t_{0}<t_{2}$ is impossible because of the definition of point $A$. Therefore we have $D R^{21} \cup \Gamma_{2} \cup D N^{21}=D^{21}$.

The points of the surface $\Gamma_{2}$ have the following property. By virtue of Eq. (3.2), the roots of Eq. (3.1) are identical; at the same time, at the instant $t=t_{1}=t_{2}$ not only the projections but also the velocities of projections of points $P_{i}$ and $E$ on the $\eta_{2}$ axis are equal.

The division of the phase space is shown schematically in Fig.2.
4. Let $\left\{t_{0}, \xi\left(t_{0}\right)\right\} \cong D R^{21} \cup \Gamma_{2}=\overline{D R^{21}}$. We shall consider the function of prograrmed maximin. $\gamma_{*}{ }^{21}=\max \left\{\gamma_{1}, \gamma_{2}\right\}$
$\gamma_{k}=\left(z^{2}\left(t_{0}\right)+a_{k}\right)^{1} \cdot-\mu\left(\theta-t_{0}\right)^{2 / 2, k}=1,2$
$a_{1,2}=y\left(t_{0}\right) \pm\left(\left(v\left(\theta-t_{0}\right)\right)^{2}-x^{2}\left(t_{0}\right)\right)^{1 / 2}$

It can be shown that stability of the function
$\gamma_{*}^{21}$ is u-stable $/ 2 /$ in the domain $\overline{D R^{2 T}}$. The property of $v$ $\hat{\gamma}_{*}{ }^{21}$ follows from the definition of this function. Thus, a function
with $(u, v)$ stability has been constructed in the domain $\overline{D R^{21}}$.
Proof of the u-stability of $\gamma_{0}{ }^{3}$ in the domain $\overline{D R^{21}}$. We introduce additional constraints on the control of the players $P_{i}$, We set

$$
u_{2}^{1}=-u_{1}^{2}=u_{1}, u_{2}^{1}=u_{2}^{2}=u_{2}
$$

System (1.6) takes the form

$$
x^{\prime}=v_{1}, y^{\prime}=\nu_{2}-(\theta-t) u_{2} ; z^{\prime}=-(0-t) u_{1}
$$

Let us show that when the constraints (4.2) are imposed on the control of the pursuers, the function $\gamma^{21}$ will be u-stable in $\overline{D R^{2}}$. Hence follows the u-stability of this function also when there are no constraints.
$1^{\circ}$. Let $\left\{t_{0}: \frac{5}{-}\left(t_{0}\right)\right\} \equiv \overline{D R^{22}}$ with $y\left(t_{0}\right)>0$. This means that $E \in\left\{P_{1} P_{2}\right]$. In this case undex con sideration we have $\gamma_{4}^{21}=\gamma_{1}>\gamma_{2}$, We shall prove that under these conditions the function $\gamma^{21}$ satisfies the Bellman equation

We introduce the notation

$$
\left.r=(v(\theta-\theta))^{2}-x^{2}\right)^{2 \prime}, a_{1}=y+r, R_{1}=\left(s_{1}^{2}+a_{1}^{2}\right)^{\mathrm{n}} ;
$$

Then $\gamma_{*}^{21}=R_{1}-\mu(\hat{O}-t)^{2} / 2$. On substituting this expression into (4.4), we obtain

$$
\begin{gathered}
\max _{v} \min _{u}\left\{\frac{d y_{2}^{21}}{d t}\right\}=\min _{u}\left(-\frac{(\theta-t) u_{3} z}{R_{1}}-\frac{(\theta-t) u_{2} a_{1}}{R_{1}}\right)+ \\
\max _{v}\left(-\frac{a_{1} r_{1}}{R_{3} r}+\frac{a_{2} r_{2}}{R_{3}}\right)-\mu(\hat{v}-t)-\frac{a_{1} v^{2}(\theta-t)}{R_{1} r}
\end{gathered}
$$

It can be verifiea that the minimum with. respect to $u$ on the right side of this expression equals $-\mu(\theta-t)$, and the maximum with respect to $v$ is $-a_{i} v^{2}(t-t)\left(R_{2} r\right)$. Thus the basic equation. is satisfied.
$2^{\circ}$. Now let $\left\{t_{0}, \xi\left(t_{0}\right\} \in \overline{D R^{2}}\right.$ with $y\left(t_{0}\right)=0$. Hence, for $t=t_{0}$ the equality $\gamma_{4}{ }^{21}=\gamma_{1}=\gamma_{2}$ holos, and the function in is rot differentiable. We use Theorem (3.2.1) from /3/ to vertify the u-stability of the function $\mathrm{r}^{23}$. Thus, we must prove the inequality

$$
\max _{5} \min _{2} \max \left\{d_{1}, d t, d_{12}(d t\} \leqslant 0\right.
$$

Let us introciace the foinowing motaticn:

$$
r=\left((v(v-t))^{2}-x^{2}\right)^{2}, \quad R=\left(z^{2}+r^{2}\right)^{2},
$$

Then $\gamma_{*}^{2 l}=R-\mu(9-t)^{2}: 2 . a_{3}=r, a_{2}=-r$, ancinequality (4.5) takes the form
 conaiticn $\left\{t_{6}, \xi\left(t_{0}\right) \in \overline{D F^{-1}}\right.$.

Consiaer the functicn

$$
母(x, z, u, v)=-(\hat{v}-t) u_{1} z-x_{1}+r\left|r_{2}-(\vartheta-t) u_{2}\right|
$$

To estimate the function $q$. we consiáer its contour lines $q=c=$ const in ( $s_{1}, s_{2}$ ) axes where $s_{1}=u_{1}(\theta-t), s_{2}=u_{2}(\theta-t)$, we denote by $\delta$ the straight line $u_{2}(\theta-t)=t_{2}$ in the $\left(s_{1}, s_{2}\right)$ plane. Let $r_{2} \in\left(\mu(\theta-i j) R^{-1}\right.$. $\|$. Under this assumption a minimum is attained at the point $A$ (Fig. 3 a ).



Fig. 3
Then we have

$$
\min _{u} q(x, z, u, v)=r_{i}-2 w_{1}-R \mu(\theta-t)
$$

Finally, we obtain

$$
\max _{\mathrm{g}}^{\min } \boldsymbol{\operatorname { m } _ { 4 }}-\max _{\mathrm{E}}\left(\mathrm{H}_{2}-1 t_{1}-R \mu(\theta-t)=v^{2}(\theta-t)-R \mu(\theta-t)\right.
$$

Clearly, expression (4.6) holds (equality occurs).
Now, let $0 \leqslant r_{2} \leqslant \mu(\theta-t) r R^{-1}$. Then the minimum of the function with respect to $u$ is attained for $u_{2}=v_{2} /(\theta-t)$ (Fig. 3b). Therefore,

$$
\max _{v} \min _{\mu}\left(-(\theta-t) \nu_{1} 2-x v_{1}+r\left|v_{2}-(\theta-t) u_{2}\right|\right)=\max _{v}\left(-s\left(\mu^{2}(\theta-t)^{2}-v_{8}^{2}\right)^{2 / 4}-x v_{1}\right)
$$

To be specific, let us assume that $x \geqslant 0$. Then, obviously, $v_{1}=-\left(v^{2}-v_{2}^{2}\right)^{1 / t}$. Consider the function $f\left(v_{z}\right)=x\left(v^{i}-v_{2}^{2}\right)^{1 / 4}-z\left(\mu^{2}(\theta-t)^{2}-v_{2}^{2}\right)^{2 / 2}$.

By computing the derivative $t_{b}{ }^{\circ}$ we can show that, under the condition $R \geqslant \mu(\theta-t)^{8}$, the function $f\left(v_{2}\right)$ increases monotonically in the section $0<\nu_{2}<\mu(\theta-t) r R^{-1}$. Therefore, the maximum of $f\left(v_{2}\right)$ is attained at the end point of the section when $r_{2}=\mu(\theta-t) r R^{-1}$, and inequality (4.6) becomes a strict equality.

Thus, inequality (4.5) is proved.
The case of $p_{2}<0$ can be examined similarly.
Note that the proof of the u-stability of the function $\gamma_{*}^{21}$ for the case in Sect. $2^{\circ}$ could have been constructed in the same way as the proof given in $/ 10 /$.
5. Consider the set $D N^{21}$. For $t \geqslant \forall-v^{\prime} \mu$ we have $D N^{21}=\{\varnothing\}$. Therefore, for the points of set $\overline{D N^{21}}$ the inequality $t<\theta-v / \mu$. It can be shown that

$$
\begin{equation*}
\min _{\{1, \xi\}} \rho^{21}(t, \xi)=v^{2} /(2 \mu),\{t, \xi\} \in D N^{21} \tag{5.1}
\end{equation*}
$$

Clearly, $\rho^{21}=v^{2} /(2 \mu)$ corresponds, for example, to those positions of $\{t, \xi(t)\} \in D N^{21}$ where absorption occurs ( $S_{2}$ is the two-dimensional sphere of unit radius, $k=v^{2} /(2 \mu)$ )

$$
\left\{G^{i}(t, \theta)\right\} \oplus k S_{2} \supset\left\{G_{e}(t, \theta)\right\}
$$

The relations

$$
\min _{\{t, \xi\}} \rho^{21}=v^{2} /(2 \mu),\{t, \xi\} \in \Gamma N_{1} \cup L ; \quad \inf _{\{t, \xi\}} v_{k^{2}}=v^{2} /(2 \mu),\{t, \xi\} \in \Gamma_{2}
$$

hold for any $t \leqslant \theta-v i \mu$.
Since $D N^{21}=\{\Omega\}$ when $t=\theta-v / \mu$. the trajectory of the system should, starting from any initial position $\left\{t_{0}, \xi\left(t_{0}\right)\right\} \in D N^{21}$ when $t_{0}<\theta-\psi, \mu$, cross either $\Gamma_{1}$ or $\Gamma_{2}$ not later than the instant $t=\theta-v / \mu$. Therefore, Eq. (5.1) holds.

Let us divide the set $D N^{23}$ into two: $D N_{1}^{21}$, where $\rho^{21}>v^{2} /(2 \mu)$, and $D N_{2}^{21}$, where $\rho^{21}=v^{2} /(2 \mu)$. We will denote the boundary of domains $D N_{1}^{21}$ and $D N_{2}^{21}$ by $\Gamma_{3}$. An algorithm for construeting these domains is given in Sect.ll.
6. Let $\left\{t_{0}, \xi\left(t_{0}\right)\right\} \in D N_{1}{ }^{21}$. For this position we formulate auxiliary game problem 1 whose conditions are as follows:
A. The equations of motion and the constraints on the control of the players are identical with (1.6) and (1.2).
B. The time of the game, $T$, is not fixed (it follows from Sect. 5 that $T \leqslant \theta-v / \mu$ ).
C. The payoff of Game 1 will be the value of $\rho^{11}$, if the system trajectory has emerged at boundary $\Gamma_{1}$, or the value of $\gamma_{*}{ }^{21}$ if it emerged at boundary $\Gamma_{2}$.

To solve Game 1 it is necessary to consider the auxiliary Games 2 and 3 formulated below.
7. Let $\left\{t_{0}, \xi\left(t_{0}\right)\right\} \equiv D N_{1}^{21}$, with $E \in\left\{P_{1} P_{2}\right\}$, i.e. $y\left(t_{0}\right)=0$. We introduce the auxiliary Game 2 by the following conditions:
A. The equations of motion of the players are identical with (1.6).
B. Besides the constraints (1.2), the following constraint is imposed on the control of the pursuers: for $t_{0} \leqslant t \leqslant T$, the relation $y(t)=0$ should hold along the system trajectory.
C. The instant $T$ of the end of the game is not fixed.
D. The payoff of the game and the conditions of its termination are as Condition $C$ in sect. 6.

We note that in setting Game 2 , the class of admissible strategies of the pursuers was changed: conaition $B$ can be satisfied in the class of counterstrategies of players $P_{i}$ only. In this case the result of the initial game will not change because, for a problem involving the dynamics which is described by Eq. (1.6), a sadde point exists in the 'little' game.

We will show that Game 2 will end on the surface $\Gamma_{2}$.
we assume the contrary, i.e. that the phase trajectory has crossed the boundary $\Gamma_{1}:\{i$, $\xi(t)\} \in \Gamma_{1}$. This, together with the condition $y(t)=0$, means that at the instant $t$, player $E$ coincided with one of the pursuers: $E=P_{i}$. But the payoff of the game for such a position is $\rho^{21}=\rho^{11}=v^{2} /(2 \mu)$. Thus we arrive at a constradiction since the payoff of the game at the initial position is $p^{21}>v^{2} /(2 \mu)$.

Consider the following strategies of the palyers:

$$
\begin{align*}
& U_{0}^{(2)}: u_{1}^{1}=-u_{1}^{2}=\left(u^{2}-\left(u_{2}^{1}\right)^{2}\right)^{\prime}:, u_{2}{ }^{2}=u_{2}^{2}=v_{2}(\vartheta-t)  \tag{7.1}\\
& V_{0}^{(2)}: v_{1}=-\operatorname{sign}(x) \min \left\{|x|\left(\frac{\mu^{2}(\theta-t)^{2}-v^{2}}{z^{2}-x^{2}}\right)^{2 / 2}, v\right\} \\
& v_{2}=\left(v^{2}-v_{1}^{2}\right)^{2}:
\end{align*}
$$

( $C_{0}{ }_{0}^{(2)}$ is the countercontrol of the pursuers, and $V_{0}{ }^{(2)}$ denctes the positional control of the evader).

Also, let $U^{(2)}(\xi, v)$ be an arbitrary counterstrategy of the pursuers, $V^{(2)}(\xi)$ an arbitrary positional control of the evader, and $\gamma^{*}$ the value of the functional in Game 2 on the corresponding strategies.

It can be shown that for $U_{0}{ }^{(2)}$ and $V_{0}{ }^{(2)}$, the inequality of the saddle point

$$
\begin{equation*}
\gamma^{*}\left(U_{0}^{(2)}, V^{(2)}\right) \leqslant \gamma^{*}\left(U_{0}^{(2)}, V_{0}^{(8)}\right) \leqslant \gamma^{*}\left(U^{(2)}, V_{0}^{(2)}\right) \tag{7.2}
\end{equation*}
$$

holds.
10. First we shall prove the left-hand inequality of (7.2). To do this, we substitute strategy $U_{0}{ }^{(2)}$ into Game 2, and obtain a problem of the optimal control of player $E$, of the form

$$
\begin{equation*}
x=v_{1}, \quad z=-\left(\mu^{2}(\theta-t)^{2}-v_{2}^{2}\right)^{2 / 4},\left(\nu_{1}^{2}+v_{2}^{2}\right)^{1 / 2} \leqslant v \tag{7.3}
\end{equation*}
$$

For $E \in\left[P_{1} P_{3}\right]$ on the section $t_{0} \leqslant t \leqslant T$, the condition of ending the game (reaching $r_{2}$ by the trajectory) takes the form

$$
\begin{equation*}
\Phi=\left(v^{2}(\theta-T)^{2}+z^{2}(T)-x^{2}(T)\right)^{1 / 4}-\mu(\theta-T)^{2}=0 \tag{7.4}
\end{equation*}
$$

The programmed maximin is found from the formula

$$
\begin{equation*}
\gamma_{*^{21}}=\left(v^{2}(\theta-T)^{2}+2^{2}(T)-x^{2}(T)\right)^{1 / 2}-\mu(\theta-T)^{2} / 2 \tag{7.5}
\end{equation*}
$$

Thus, the functional of the problem is $\gamma^{*}=\max _{\left.V^{(2)}\right)_{*}^{21}(T)}$.
By the definition of the domain $D N_{1}{ }^{21}$, if the initial position is $\left\{t_{0}, \xi\left(t_{0}\right)\right\} \in D N_{1}{ }^{21}$ and the inequality $:\left(t_{0}\right)>\left|x\left(t_{0}\right)\right|>0$ holds, the analogous inequality will hold at the instant $t=T$ : $z(T)>|x(T)| \geqslant 0$. It can be shown that for $t_{0} \leqslant t \leqslant r$ the identity $x(t) \equiv 0$ follows from the equation $x\left(t_{0}\right)=0$.

It follows from the maximum principle/11/that the optimal control of player $E$ in Game 2 should have the form

$$
\begin{align*}
& v_{1}=-\operatorname{sign}\langle x(T)\rangle\left\{\min \left\{|x|\left(\frac{\mu^{2}(\theta-t)-v^{2}}{z^{1}(T)-x^{2}(T)}\right), v\right\}\right.  \tag{7.6}\\
& v_{2}= \pm\left(v^{2}-v_{1}^{2}\right)^{1 / 2}
\end{align*}
$$

Clearly, this value of the functional does not depend on the sign of the control $y_{2}$ since the trajectories generated by these controls are symmetric with respect to the $\eta_{1}$ axis. To be specific, let us set $v_{2} \geqslant 0$, and analyse the expression for $v_{1}$ from (7.6). We shall assume that for small $t$, a minimum is attained at the second term, that is $v_{1}(t)=-\operatorname{sign}(x(T)) v$. In the coordinate system $\left(\eta_{2}, \eta_{2}\right)$, the rectilinear sections of the players' trajectories correspond to this control (Fig.4). Starting at a certain instant $t=t_{*}$ up to the instant $t=r$, a minimum in (7.6) will be attained at the first tem. Therefore player $E$ makes use of the control


On substituting Eq. (7.7) into system. (7.3) we find that for $t \in\left[t_{*}, T\right]$ the relations

$$
\begin{equation*}
z^{\cdot}(t) / x \cdot(t)=z(T) / x(T)=z(t) / x(t) \tag{7.8}
\end{equation*}
$$

exist, i.e. $x(T), z(T)$ can be replaced by $x(t), z(t)$ in the control law.
The equality

$$
x\left(t_{*}\right)\left(\mu^{2}\left(\theta-t_{*}\right)^{2}-v^{2}\right)^{2} / t /\left(z^{2}\left(t_{*}\right)-x^{2}\left(t_{*}\right)\right)^{1 / 2}=v
$$

holds at the instant $t=t_{*}$, hence $z\left(t_{*}\right) /\left(\mu\left(\theta-t_{*}\right)\right)=z\left(t_{*}\right) / v$. In a fixed coordinate system the beginning of a curvilinear motion by the players will correspond to the instant $t=t_{\text {. }}$ (Fig.4).

It follows from (7.7) and (7.8) that on the curvilinear trajectory segment the projections of the velocities of the players $P_{i}$ and $E$ on the $\eta_{1}$ axis are proportional to the phase coordinates. For the velocity projections on the $\eta_{1}$ axis we have $(v-t) u_{2}{ }^{1}=(t-t) u_{2}{ }^{2}=v_{2}$. Hence, considering (7.7) and (7.8), we have

$$
-x(t) u_{2}(t) / u_{1}(t)=z(t) u_{2}^{1}(t) / u_{1}^{1}(t)
$$

This means that on the curvilinear parts of the trajectory the velocity vectors of players $P_{i}$ and $E$ are directed at the same point $N$ lying on the $\eta_{2}$ axis of the fixed coordinate system.

During the curvilinear motion the point $N$ shifts along the $\eta_{m}$ axis from the point $O$ for $t=t$. to the point $A$ (the point of extremal aiming) for $t=T$.

The problem of optimal control (7.3)-(7.5) is solved.
$2^{\circ}$. The control (7.6) which solves problem (7.3)-(7.5) is a programmed control. However, using (7.7) and (7.8) this problem can be rewritten in a form identical to $V_{0}{ }^{(2)}$, and considered as the positional control of player $E$.

Let us now prove the first inequality in (7.2). For this, we substitute $V_{0}{ }^{(2)}$ into Game 2, thus obtaining a problem of optimal control for players $P_{i}$, of the form

$$
\begin{equation*}
x^{x}=v_{1}(t, x, z)-\eta_{1}^{+}, z^{x}=\eta_{1}^{-;} ;\left(\left(u_{1}\right)^{2}+\left(u_{8}^{2}\right)^{2}\right)^{1 / x} \leqslant \mu \tag{7.9}
\end{equation*}
$$

The equation relating the phase coordinates and controls is given by

$$
\begin{equation*}
\Psi=v_{2}(t, x, z)-\eta_{2}{ }^{+}-(x / z) \eta_{2}^{-}=0 \tag{7.10}
\end{equation*}
$$

The condition for ending the process and the payoff are (7.4) and (7.5) respectively (the pursuers tend to minimize $\gamma_{*}{ }^{21}(T)$ ).

In Eqs: (7.9) and (7.10) the functions $v_{k}(t, x, x)$ are components of the positional strategy $V_{0}{ }^{(8)}$ of player $E, \eta_{k} \pm=1 / 1(\theta-t)\left\{u_{k}^{2} \pm u_{k}{ }^{1}\right\} . k=1,2$.

As was done in $1^{\circ}$, a check is made that the programmed control of the pursuers $u^{(2)}(1)=$ $U_{0}^{(2)}\left(V_{0}^{(2)}\right)$ satisfies the maximum principle for problem (7.9), (7.10), (7.4), (7.5).
8. Let $\left\{t_{0}, \xi\left(t_{0}\right)\right\} \in D N^{21}$ and $E \in\left[P_{1} P_{2}\right]$, that is $y\left(t_{0}\right)=0$. We shall present an algorithm for obtaining the functional $\gamma^{*}$ of the auxiliary Game 2. We shall assume, to be specific, that $x\left(t_{0}\right) \geqslant 0$. Also, let the inequality $z\left(t_{0}\right) /\left(\mu\left(\theta-t_{0}\right)\right) \geqslant x\left(t_{0}\right) / v$ which implies that in the optimal trajectory of Game 2 there is no straight line section, be satisfied at the instant $t=t_{0}$ (Fig.4). We introduce the notation

$$
J\left(t_{0}, t\right)=\int_{i_{1}}^{t}\left(\mu^{2}(\vartheta-\tau)^{2}-v^{2}\right)^{2 / 2} d \tau, \quad \Delta_{0}=\left(z^{2}\left(t_{0}\right)-x^{2}\left(t_{0}\right)\right)^{2}
$$

The equalities

$$
\begin{equation*}
x(t)=x\left(t_{0}\right)\left(1-J\left(t_{0}, t\right)\right) / \Delta_{0}, z(t)=z\left(t_{0}\right)\left(1-J\left(t_{0}, t\right)\right) / \Delta_{0} \tag{8.1}
\end{equation*}
$$

hold on the curvilinear section.
Consider the equation

$$
\begin{equation*}
J\left(t_{0}, t\right) \Delta_{0}=1 \tag{8,2}
\end{equation*}
$$

If it has the root $t=t_{*} \subseteq\left[t_{0}, \theta \mid\right.$, then at the instant $t=t_{*}$ the equality $z\left(t_{*}\right)=x\left(t_{*}\right)=$ 0 holds. This points to the fact that $\gamma^{*}=v^{2} /(2 \mu)$, and that the initial position is $\left\{t_{0}\right.$. $\xi$ $\left.\left(t_{0}\right)\right\} \in D N_{2}^{21}$, i.e. $\quad \rho^{21}=v^{2} /(2 \mu)$.

Suppose that Eq. (8.2) has no root. At the instant $t=T$ Eq. (7.4) should be satisfied. on substituting (8.1) into (7.4), we obtain the following non-linear equation for determining the time $T$ of Game 2:

$$
\begin{equation*}
\left[v^{2}(\vartheta-T)^{2}+\left(1-J\left(t_{0}, T\right) / \Delta_{0}\right)^{2} \Delta_{0}^{2} \mathrm{P}^{1 / 2}=\mu(\vartheta-T)^{2}\right. \tag{8.3}
\end{equation*}
$$

We find the functional from the formula $\gamma^{*}=\mu(\theta-T)^{2}!2$.
If the relation $z\left(t_{0}\right) /\left(\mu\left(\theta-t_{0}\right)\right)<x\left(t_{0}\right) v$ holds at the instant $t=t_{0}$, it means that the optimal trajectory of Game 2 has a straight-line section. Therefore we first seek the minimum root $t=t^{*}$ of the quadratic equation $z(t) /(\mu(0-t))=x(t)$; where

$$
z(t)=z\left(t_{0}\right)-\int_{i_{0}}^{1} \mu(t-\tau) d \tau, x(t)=x\left(t_{0}\right)-v\left(t-t_{0}\right)
$$

It can be shown that for $\left\{t_{0}, \xi\left(t_{0}\right)\right\} \in D N_{1}{ }^{21}$ this root (which corresponds to the instant when the straight-line section ends) certainly exists. Further, we assume $t_{0}=t^{*}$ and perform the operations given at the beginning of this section.
9. Now let $\left\{t_{0}, \xi\left(t_{0}\right)\right\} \in D N_{2}{ }^{21}$ with $E \not \equiv\left|P_{1} P_{2}\right|$. Let us assume that $y\left(t_{0}\right)>0$, and formulate auxiliary Game 3 for the above position.
A. The equations of motion and the constraints on the control of players are identical with (1.6).
B. The time of game $T_{i}$ is not fixed.
C. Pursuers $P_{i}$ tend to lead out the trajectory of the system on the surface $\Psi \equiv y\left(T_{f}\right)=0$, at the same time minimizing the payoff $\gamma^{*}\left(T_{j}\right)$. The problem of the evader is the opposite.

Below we shall build the positional strategies of the players which yield a sadde point for Problem 3.

By the relations $Y^{*}=\gamma^{*}(x, z, t), \Psi=\Psi(y)$ and the maximum principle/11/, the equations

$$
\begin{equation*}
\left.\frac{d}{d t} \Psi\right|_{t=\tau_{t}}=0,\left.\quad \frac{d}{d t} \gamma^{*}\right|_{t=T_{t}}=0 \tag{9.1}
\end{equation*}
$$

should hold on the teminal surface $\Psi(y)=0$. These equations express the fact that the trajectory approaches the terminal surface along a tangential line. Suppose that the point $N(0, n)$ belongs to the $\eta_{2}$ axis. We shall consider the coordinate $n$ as a parameter and use the notation

$$
\begin{aligned}
& U_{N}^{(3)}=\left\{(-1)^{i-1} z \mu\left(z^{2}+n^{2}\right)^{-1 / 2}, n \mu\left(z^{2}+n^{2}\right)^{-1 / 2}\right\} \\
& V_{N}^{(3)}=\left\{-x v\left(x^{2}+(n-y)^{2}\right)^{-1 / 2},(n-y) v\left(x^{2}+(n-y)^{2}\right)^{-1 / n}\right\}
\end{aligned}
$$

( $C_{N}{ }^{(3)}$ and $V_{N}^{(3)}$ are the extremal controls of players $P_{i}$ and $E$, oriented at the point $N$ ). We define the value of the parameter $n=n^{*}$ such that in the motion generated by the controls $U_{N^{*}}^{(3)}$ and $V_{N^{*}}^{(3)}$ at the instant the game terminates $t=T_{f}$, the conditions of tangency (9.1) are satisfied, that is $\Psi \equiv y^{*}=0$. Since the initial position $\left\{t_{0}, \xi\left(t_{0}\right)\right\}$ belongs to the set $D N_{1}{ }^{21}$, the desired value of the parameter $n^{*}$ and the corresponding point $N^{*}\left(0, n^{*}\right)$ certainly exist and are unique (because $E \neq\left[P_{1} P_{2}\right]$ when $\left.t=t_{0}\right\rangle$. Using the maximum principle one can check that $U_{N^{*}}^{(3)}$ and $V_{N^{*}}^{(3)}$ yield a saddle point of the auxiliary Game 3:

$$
\begin{equation*}
\gamma^{* *}\left(U_{N^{*}}^{(9)}, V^{(3)}\right) \leqslant \gamma^{* *}\left(U_{N^{*}}^{(9)}, V_{N^{*}}^{(3)}\right) \leqslant \gamma^{* *}\left(U^{(3)}, V_{N^{*}}^{(9)}\right) \tag{9.2}
\end{equation*}
$$

( $\gamma^{* *}$ is the value of the payoff $\gamma^{*}$ on the corresponding strategies).
10. Given the initial position $\left\{t_{0}, \xi\left(t_{0}\right)\right\} \in D N_{1}{ }^{21}$, let us describe an algorithm for obtaining $\boldsymbol{\gamma}^{* *}$. We put

$$
\begin{align*}
& \sin \alpha_{1}=\left(n-y\left(t_{0}\right)\right)\left(\left(n-y\left(t_{0}\right)\right)^{2}+x^{2}\left(t_{0}\right)\right)^{2}:  \tag{11.1}\\
& \sin \beta_{1}=n /\left(n^{2}-z^{2}\left(t_{0}\right)\right)^{2 / 2}
\end{align*}
$$

and consider the equation

$$
\begin{equation*}
\sin \beta_{2} \int_{i_{0}}^{T_{f}} \mu(\theta-\tau) d \tau=v\left(T_{t}-t_{0}\right) \sin \alpha_{1}-y\left(t_{0}\right) \tag{10.2}
\end{equation*}
$$

On substituting (10.1) into (10.2) we obtain a quadratic equation with parameter $n$ relative to the time $T_{\text {, }}$ when auxiliary Game 3 ends. Then $n=n^{*}$ is the desired value of the parameter if the discriminant of Eq. (10.2) is zero for $n=n^{*}$. The instant $t=T_{f}$ when Game 3 ends corresponds to the value of $n^{*}$, and the game's final position $\left\{T_{1}, x\left(T_{i}\right), 0, z\left(T_{i}\right)\right\}$ is an initial position for the auxiliary Game 2. Applying the procedure described in Sect, 8 , we obtain the value of the programmed maximin $\gamma_{*}^{21}$ at the instant when the trajectory appears on the boundary $\Gamma_{2}, t=T$. We assume that $\gamma^{* *}=\gamma_{*}{ }^{21}(T)$.
11. For $t=t_{0}$, using the positional strategies $U_{N^{*}}^{(3)}$ and $V_{N^{*}}^{(3)}$ we can divide the set $D N^{21}$ into domains $D N_{1}{ }^{21}$ and $D N_{2}^{21}$. Set $D N_{1}{ }^{21}$ consists of a position $\left\{t_{0} \cdot \xi\left(t_{0}\right)\right\}$ for which the algorithr from sect. 10 yielas $\gamma^{* *}>1^{2}(2 \mu)$. On set $D N_{2}{ }^{21}$ the equation

$$
\begin{equation*}
i^{* *}=v^{2} /(2 \mu) \tag{11.1}
\end{equation*}
$$

holds.
For the points of set $D N_{1}{ }^{21}$, the strategies which furrish (11.1) are unique for both players. This feliows from inequality (9.2). At the boundary $\Gamma_{3}$ of domains $D N_{1}{ }^{21}$ and $D N_{2}{ }^{21}$ the strategies of the pursuers, winch ensure for them the existence of (11.1), are unique, but the evader's strategy is not unique. At the inner points of domair $D N_{2}{ }_{2}^{21}$ the strategies of both sides are not unique. This phenomenon takes place in domain $D^{11}$ as well (see /1/).
12. We set

$$
\gamma^{* * *}=\begin{aligned}
& \mid \gamma_{*^{21}}^{21},\left\{t_{0}, \xi\left(t_{0}\right)\right\} \equiv \overline{D R^{21}} \\
& \left\{\gamma^{* *},\left\{t_{0}, \bar{\xi}\left(t_{0}\right)\right\} \subseteq D N^{21}\right.
\end{aligned}
$$

The function $\gamma^{* * *}$ is continuous in domain $D^{21}$ since the functions $\gamma_{*}{ }^{21}$ and $\gamma^{* *}$ are continuous in the corresponding domains of definition, and their values are identical on the boundary $\Gamma_{2}$.

Assertion. The function $\gamma^{* * *}$ is ( $\left.u, v\right)$-stable in the domain $D^{21}$.
The proof follows from the existence of saddle points in auxiliary Games 2 and 3 .
Corollary 1. The optimal solution of auxiliary Game 1 consists of a series of optimal solutions of Games 2 and 3. The strategies which furnish a saddle point for Game 1 have the form

$$
U_{0}^{(1)}=\left\{\begin{array}{l}
U_{N^{(3)},}^{(2)} y(t) \neq 0  \tag{12.1}\\
U_{0}^{(2)}, y(t)=0
\end{array}, \quad V_{0}^{(1)}= \begin{cases}V_{N^{*}}^{(3)}, & y(t) \neq 0 \\
V_{0}^{(2)}, & y(t)=0\end{cases}\right.
$$

Note that the strategy $V_{0}{ }^{(1)}$ in (22.1) is positional, but strategies $U_{0}{ }^{(1)}$ are not positional since $U_{0}{ }^{(2)}$ are the countercontrols.

The optimal trajectory of Game 1 consists of two parts. The first is the optimal trajectory of Game 3 in the time interval $t_{0} \leqslant t \leqslant T$. It can be called a trajectory of extremal guidance to point $N^{*}$. The second part is the optimal trajectory of Game 2 over the time interval $T_{j} \leqslant t \leqslant T$. We shall refer to this as the trajectory of proportional pursuit, since along it the relation $2(t) / x(t)=$ const holds.

Corollary 2. The introduction of constraint (7.14) on the control of pursuers in Game 2 does not reduce the possibilities of players $P_{i}$ in Game 1.

Thus, if $\left\{t_{0}, \xi\left(t_{0}\right)\right\} \in D N_{1}{ }^{21}$, the optimal trajectory of Game 1 will take place for some time on the surface $y(t)=0$, during which $i=$ emerges on it (the instant $t=T_{j}$ ), and goes down from it ( $t=T$ ), along the tangent line ( $y^{*}=0$ for $T_{i}^{-} \leqslant t \leqslant T^{+}$).
13. Consider the function

$$
\rho^{21}= \begin{cases}\rho^{11}, & \left\{t_{0}, \dot{\xi}\left(t_{0}\right)\right\} \in D^{11} \\ \gamma^{* * *}, & \left(t_{0}, \xi\left(t_{0}\right)\right\} \in D^{21}\end{cases}
$$

It is continuous, like the function $\boldsymbol{\gamma}^{* * *}$, over the whole space. It was shown earlier that $\rho^{11}$ and $\gamma^{* * *}$ are ( $u . v$ )-stable in domains $D^{11}$ and $D^{21}$ respectively. Therefore, the function $\rho^{21}$ will be ( $\left.u, i\right)$-stable over the whole space, i.e. it will be the payoff of game (1.6), (1.2), (1.7).
14. A typical trajectory of an ideal game from the initial position $\left\{t_{0}, \xi\left(t_{0}\right)\right\} \in D N_{1}{ }^{21}$ is show in Fig.5. It is a union of the optimal trajectory of Game 1 for $t_{0} \leqslant t \leqslant T$ and the experimental programmed motion wher $T \leqslant t \leqslant \vartheta$.


Fig. 5


Fig. 6

The set $D X_{2}^{21}$ can be divided into subsets $D N_{2 d}{ }^{21}$ and $D . X_{2 b^{21}}$. The subset $D N_{2 a}{ }^{21}$ corsists of those positions $\left\{t_{0} . \xi\left(t_{0}\right)\right\}$ for whicr. the reiations

$$
\left\{G^{i}\left(t_{0} \cdot \vartheta\right)\right\} \ni \frac{v^{2}}{2 \mu} S_{2} \equiv\left\{G_{e}\left(t_{v} \cdot \vartheta\right)\right\}
$$

are standard.
We note that for such positions a one-to-one game between $E$ and the closer pursuer, occurs that is $\rho^{21}=\rho^{11}=v^{2}:(2 \mu)$.

We determine the set $D N_{2 b}{ }^{21}$ as the difference of the sets $D N_{2 b}{ }^{21}=D N_{2}^{21} \backslash D N_{2 d}{ }^{21}$. For the
initial positions $\left\{t_{0}, \xi\left(t_{0}\right)\right\} \equiv D N_{2 b}{ }^{21}$, the Fursuers acting together ensure for themselves the result $\mu^{21}=v^{2} /(2 \mu)$ which is better than in the one-to-one game between $E$ and one of the pursuers. Let us look into one of these positions. We assume that players $P_{i}$ and $E$ apply the strategies $U_{0}{ }^{(1)}$ and $V_{0}{ }^{(1)}$. Then the corresponaing trajectory will be such that at a certain instant $t=t_{*} \in\left\lceil T_{f}, \quad T\right\rceil$ the points $P_{i}$ and $E$ will coincide on the $\eta_{2}$ axis (i.e. $\left.z\left(t_{*}\right)=x\left(t_{*}\right)=0\right)$. Obviously, in such a motion Eqs. (1.6) hold to the instant $t=t_{*}$, since when $t>T_{j}$, we have $z(t) / x(t)=$ const .

Note. $1^{\circ}$. On the basis of the paycff function constructed, given the known algorithms /5/, it is possible to formulate the physically realizable strategies which furnish the players with a result as close as desired to the payoff of a game.
$2^{\circ}$. By virtue of the symmetries of the optimal controls obtained for players $p_{1}$ and $P_{2}$ the one-to-one problem with the phase constraints of the 'semiplare' type has an analogous solution (Fig.6).
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# the transformation of linear non-stationary observable and controllable SYSTEMS INTO STATIONARY SYSTEMS* 

N.B. VAVILOVA, V.I. KALENOVA and V.M. MOROZOV

The methodological problems of the reducibility of some classes of linear non-stationary observable and controllable systems to stationary systems is considered. The constructive use of this property to analyse the controllability and observability of non-stationary systems, and also to solve applied control and estimation problems, is proposed.

For practical applications the separation of the classes of nonstationary systems, which can be investigated using simple and effective methods similar to those for analysing stationary systems, is of interest. Linear non-stationary systems for which the fundamental matrix of the solutions can be algorithmically simply constructed using the matrix of the coefficients, pertain to these calsses; in particular systems which can be reduced to stationary systems / $/-5 /$ using the well-known non-degenerate transformation, and also systems which are Lyapunov-reducible $/ 6,7 /$. Although for non-stationary systems the sufficient conditions for controllability and observability which do not require a knowledge of the fundamental matrix of the initial syster. /8-10/ are known, the search for constructive transformations which reduce the initial system to a form suitable for analysing and synthesizing simple control and estimation algorithms is important and useful.

1. Consider the linear non-stationary system

$$
\begin{equation*}
\dot{x}=A(t) x+B(t) u, \sigma=C(t) x \tag{1.1}
\end{equation*}
$$

where $x$ is an n-dimensional state vector of the system, $u$ is an r-dimensional vector of the controlling action, $\sigma$ is a $k$-dimensional vector of measurements and $A(t)$, $B(t)$, $C(t)$ are matrices of corresponding dimensions, the elements of which are contimuously differentiable
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